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S P E C I A L  I S S U E AI Governance and Ethics in Social Innovation Business

1. Introduction

Artifi cial intelligence (AI) has achieved a high level of 

performance in recent years, with applications growing in 

fi elds such as railways, energy, healthcare, and fi nance. At 

the same time, the innovations arising out of AI and digi-

talization are forcing a re-evaluation of how people think 

about trust and governance. For example, while numerous 

diff erent systems interoperate with one another to create 

new value in a digital society, this also brings a lack of 

clarity over who is responsible when problems occur. Such 

arrangements raise issues that are diffi  cult to address under 

existing law, such as responsibility for decisions made by AI 

and how to ensure the reliability of algorithms and data.

In a digital society, trust is built by stakeholders working 

together. Technologies and services come to be trusted by 

society when they provide evidence that such trust is war-

ranted (a basis of trust), and when this evidence is accepted 

by users and the general public. It is on the basis of this 

philosophy that Hitachi has been undertaking research and 

development aimed at achieving public trust in AI. Working 

in partnership with the World Economic Forum and Japan’s 

Ministry of Economy, Trade and Industry, this has included 

the publication of a white paper on the nature of trust in a 

digital society entitled, “Rebuilding Trust and Governance: 

Towards Data Free Flow with Trust (DFFT)”(2) and the 

development of the Trust Governance Framework that 

describes the trust and governance relationships needed 

by such a society. Progress is also being made on developing 

a variety of diff erent technologies, such as explainable AI 

(XAI), that will underpin AI governance, and on deploy-

ing these in Lumada, the engine behind Hitachi’s Social 

Innovation Business (see Figure 1).

AI governance is a vital part of winning public trust in 

the technology. Along with safety, security, and privacy, it 

also requires that consideration be given to notions such 

as fairness, transparency, explainability and accountability.

One example is the opaque nature of decision-making 

by AI. Here, XAI can enhance the transparency of systems 

that use AI by shedding light on why particular decisions 

were made, such as by highlighting which factors infl uenced 

the outcome. In addition to its use with the aid of expert 
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interpretation to improve AI models during the societal 

implementation phase of AI deployment, it can also foster 

trust among users during the maintenance and management 

phase by making the analysis process more transparent to 

them. Unfortunately, because the outputs of XAI do not 

always align with what an expert would anticipate, there is 

also a need for further improvements through research and 

development aimed at incorporating such expert knowledge 

more eff ectively.

Learning from data is a key feature of AI, and as such it 

is subject to the various biases that might be present in that 

data. One example is how fairness can be compromised by 

poor classifi cation accuracy for categories with small sample 

sizes relative to those with a lot of data. In response, Hitachi 

is using bias minimization techniques to overcome this 

problem and prevent AI decision making from accentuating 

discrimination and prejudice. Data quantity is just one of 

the factors involved in the problem of classifi cation accuracy 

being diff erent for diff erent categories, with things like the 

nature of the data also playing a part. Accordingly, Hitachi 

is trying a number of diff erent approaches in its research 

and development work on reducing bias.

Once in use, AI models sometimes require retraining 

to deal with changes in the environment in which they 

operate. As AI behavior is a statistical outcome deter-

mined by its training data, guaranteeing that an AI will 

continue to behave in the same way after retraining is dif-

fi cult. Retraining runs the risk of seriously compromising 

prediction accuracy. To prevent this, Hitachi uses tech-

niques for assessing whether prediction performance after 

retraining is consistent with past operation. Moreover, the 

safety requirements of AI systems call for consistency to be 

maintained not only for accuracy, but also across the broader 

aspects of their behavior.

Public concerns about the use of data are likely to arise if 

there is no way of tracking which data is used in the devel-

opment and operation of AI, and how it is manipulated. 

Th is calls for the employment of techniques for tracking this 

“data lineage” to provide greater transparency over the use of 

data. Data lineage management enhances the trustworthi-

ness of AI training data and enables appropriate manage-

ment across all processes up to the practical deployment of 

the trained model.

Research and development at Hitachi takes all of these 

diff erent considerations into account. Th e following section 

provides an overview of research into the building of trust, 

and this is followed by a section describing research and 

development intended to underpin AI governance.

2. Trust and Governance 
in Digital Society

Th is section describes a governance framework for ensuring 

trust in digital societies together with digital trust practices 

that give stakeholders the confi dence to trust one another 

and generate new value through collaborative creation.

2. 1
Trust Governance Framework

Digital societies have the potential to deliver ongoing 

improvements in human wellbeing through the intercon-

nection of diff erent services to generate new value. For this 
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Figure 1 — AI Governance and Trust Governance Framework
The diagram presents an overview of the Trust Governance Framework showing the trust and governance relationships needed by a digital society and 
how AI governance can achieve public trust in AI.

AI: artificial intelligence   XAI: explainable AI
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new value to reach the public, however, the public’s trust 

must fi rst be earned. As trust is intrinsically subjective, there 

is no one single way of achieving this. What is needed, 

rather, is to combine a variety of diff erent trust-building 

measures to suit diff erent target groups, circumstances, and 

types of service.

Th e Trust Governance Framework collates the best ways 

of engaging with stakeholders to help win public trust. In 

particular, it is seen as a providing a common standpoint 

from which to engage in consultation and debate aimed at 

gaining the trust of multiple stakeholders.

Th e framework provides one of models to shows how 

trust, trustworthiness, and governance are interrelated, 

modeling trust as something that is built up through a pro-

cess of: (1) implementing governance in ways that facilitate 

trust building, and, as an outcome of this governance, (2) 

accumulating evidence that demonstrates trustworthiness, 

and (3) having stakeholders accept that this evidence does 

in fact demonstrate trustworthiness (see Figure 2).

Th e Trust Governance Framework also formalizes trust, 

trustworthiness, and governance, such that the process of 

formulating measures for winning trust can be made more 

effi  cient by substituting the relevant entities into the for-

malism’s variables (the actors, means of governance, etc.) 

based on the particular circumstances (who is subject to 

governance, etc.). One example might be how the public’s 
trust in the safety of autonomous driving is achieved through 

the government imposing governance rules on autonomous 
vehicle manufacturers, leading to an accumulation of evi-

dence that suggests the safety of autonomous driving in the 

form of data on traffi  c accidents that is in turn accepted 

by the public. Here, the terms in italics represent formal-

ism variables, the values of which are based on the target 

groups, circumstances, and type of service involved in this 

particular example.

Th e accelerating speed of change experienced by digital 

societies means that past governance practices struggle to 

maintain trust once it has been acquired. Th e above example 

included governance of autonomous vehicle manufacturers 

by means of government-imposed rules. In a digital society, 

however, the fl exible and timely updating of rules is needed 

to keep up with technological innovation and changes in 

the social environment. Accordingly, the framework also 

models an agile trust-building process for keeping pace 

with such change.

2. 2
Building Digital Trust

Digital Trust that enables stakeholders in digital society 

to collaborate has two sides: “Trust of Digital” and “Trust 

by Digital.”

“Trust of Digital” refers to the trust that stakeholders 

need in order to fully accept and adopt digital systems. 

Th is means ensuring that systems and data are safe from 

attack, abuse, or interference from cyber criminals and hos-

tile agents; that digital rights and privileges are protected 

through secure biometric authentication; and that all parties 

comply with local, regional, and global rules and regulations. 

Two examples of such rules and regulations are the General 

Data Protection Regulation (GDPR)(3), which was passed 

by the European Commission and came into force in 2018, 

and the Artifi cial Intelligence Act (AI Act)(4), which was 

drafted by the Commission in April 2021 and is expected 

to come into force by 2023 at the earliest. Th e AI Act is 

designed to promote the adoption of trustworthy and ethi-

cal AI that provides eff ective protection of people’s safety 

and fundamental rights by establishing boundaries around 

the purpose and application of AI.

“Trust by Digital” refers to how digital systems are them-

selves central to strengthening and reinforcing corporate, 

social, and governmental trust. In order to deliver this trust, 

digital systems that increasingly span traditional organi-

zational boundaries, will be required to provide full trace-

ability, transparency, and digital notarization, so that parties 

are able to trade and share data with full confi dence that 

all other parties are respecting mutually agreed standards 

relating to sustainability, ethicality, and safety (see Figure 3). 

Hitachi Europe Ltd. developed autonomous control 

software using state-of-the-art AI in the UK autonomous 

vehicle project HumanDrive(5). One of the key innova-

tions of this technology was the creation of an intelligent 

data management tool, namely DRIVBAS, an acronym of 

“driving behaviour analysis software.” DRIVBAS extracts 

balanced training data from terabytes of human driving 

data that can then be used in AI learning. Th is avoids bias 

in the resulting AI model, which is able to interpret road 

environments and generate a safe path for the vehicle.

Trust
X expects Y to do Z with intent to V

Trustworthiness
P suggests Y always/often does Z

Governance Trust in 
governanceB makes Y do D by means of A for H

because of

as a result,

accepted by

Figure 2 — Trust Governance Framework
In addition to formalizing the concepts of trust, trustworthiness, and 
governance, the framework uses the relationships between them to 
define a structure for trust that can be utilized in the formulation of 
trust-building policies.

Legend:  X: Trustee (citizens)   Y: Actor = governance targets   D, Z: Actions   
P: Fact (evidence)   A: Means of governance   B: Governance entities
H: Value = purpose of governance
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3. Technologies that Support 
AI Governance

Advances in AI are prompting calls for its use in mission-

critical social infrastructure applications. Given the diffi  -

culty of understanding the complex behavior of AI models, 

however, making the actions of AI easier to understand 

is one of the issues to be addressed. A number of eff ec-

tive ways exist for achieving fair AI governance so that 

companies and individuals will accept the technology and 

use it on an ongoing basis. XAI, for example, sheds light 

on the AI decision-making process, making it amenable 

to review by experts and, when necessary, revision. Others 

include techniques for learning from imbalanced data in 

ways that prevent these imbalances from causing bias in the 

AI model’s outputs, techniques for improving consistency 

over long-term AI operation, and evidential data manage-

ment to ensure transparency in the AI analysis process. Th e 

following sections describe the current state of this research 

and development.

3. 1
XAI and Measures for Achieving Fairness

Hitachi has developed multifaceted diagnostic techniques 

for the models and training data used by XAI that it sup-

plies through its support services for AI installation and 

operation. In home loan screening, for example, XAI can 

be applied to the applicant scores output by a black-box AI, 

indicating which factors infl uenced the decision or explain-

ing the reasons in terms of precedents.

Th e basic approach to understanding the behavior of 

a black-box AI is to quantify which of the model’s input 

variables played a part in a prediction. Th is is a long-

standing topic in the study and application of statistics, 

with numerous approaches having been adopted to the 

question of what makes particular variables important. In 

many methods, a variable is deemed important if varying its 

value changes the output of the model. When considering 

fairness, however, the problem is that correlations in the 

data can result in outcomes that are disadvantageous to a 

particular group even when variables that are indicative of 

that group are excluded from the input of the AI model. An 

analysis of this phenomenon calls for an approach based on 

the idea that a particular variable is important if knowledge 

of its value is informative for estimating the model’s output. 

Th e cohort Shapley value was developed to provide a way 

of doing this (see Figure 4).

Along with the problem of model output being diff erent 

for diff erent groups, there is also a need when addressing 

the issue of AI fairness to consider the tradeoff s between 

diff erent indicators, such as the negative consequences of 

incorrect predictions(6). To this end, analysis considers the 

various diff erent defi nitions of fairness defi ned in terms 

of both black-box AI predictions and data on the correct 

answers. In this instance, which considers the disparity 

between groups, in terms of prediction results and false pos-

itive predictions, using the cohort Shapley value enables the 

analysis not only of conventional group-wide bias, but also 

of which particular instances contribute to bias, which is 

done from the histogram of values(7). In the future, Hitachi 

intends to support the development and operation of trust-

worthy AI models through the use of analysis techniques 

like this in consultation with domain experts.

3. 2
Mitigating Bias when Learning from Imbalanced Data 
for Achieving Fairness

AI has seen signifi cant progress over recent years, not only 

due to advances in algorithms and computing hardware, but 

Trusted 
applications

Platform

Digital trust 
solutions

Data sources IT OT Products

Trusted trading platform

Distributed 
energy trading

Sustainable 
finance

Open 
maintenance 

and repair
Circular 

economy
Wellness 
services

Mobility 
services

Digital identity Cybersecurity

Core technology: Trust in digital

Governance, 
risk and 

compliance
Secure data 

space
Provenance and 

traceability

Disruptive technology: Trust by digital

Smart 
contracts

Figure 3 — Building Digital Trust
Digital trust is a form of trust that enables the collaborative creation by all stakeholders in a digital society of agreed rules and standards for safety, 
security, privacy, and ethics on the basis of confidence that compliance will be mutual and collective and achieved with transparency.

OT: operational technology



26.

also thanks to the availability of large open datasets that can 

be accessed by anyone. Unfortunately, these large datasets 

may contain unintended biases, giving rise to unexpected 

inequities when the models are deployed in practice(8). Bias 

in the distribution of data is a typical example. A team led 

by US computer scientist Joy Buolamwini looked at a data-

set that had been created by the US government for use as 

a facial recognition benchmark with explicit consideration 

given to ensuring geographic diversity in the photographs it 

contained. What they found, however, was that the dataset 

contained unambiguous bias, with a very low proportion 

of photographs showing women with dark skin compared 

to men with light skin(9). It was already widely understood 

that, if an AI is trained using biased datasets such as this, 

the resulting model will perform particularly poorly on 

minority groups(10).

Hitachi has been researching and developing AI tech-

niques that can be used, even when models are trained using 

imbalanced datasets, to deliver fairer outcomes by minimizing 

the loss of AI model accuracy for data that belongs to catego-

ries present in small numbers. Th e traditional way of address-

ing this issue when using imbalanced datasets has been to 

seek to overcome the imbalance in the training process by 

considering the number of data points in each category, 

increasing the weighting of under-represented categories 

and reducing that of well-represented categories. Behind this 

lies the hypothesis that the fewer data points are available, 

the more diffi  cult it is to train the model using data for that 

category. Hitachi, however, has demonstrated experimentally 

that this hypothesis is not always true (see Figure 5).

Based on this discovery, Hitachi has proposed a method 

for correcting imbalance in model training by continuously 

monitoring the diffi  culty of learning for each category and 

adjusting the category weightings accordingly. At the time 

of publishing a paper, it had already been demonstrated that 

this method outperformed past methods when learning 

from imbalanced datasets(12).
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Figure 5 — Distribution of Data Quantities in Action Recognition 
Dataset and Recognition Accuracy
The upper graph shows the number of data points for each of the action 
categories in an action recognition dataset (the EGTEA dataset(11)) and the 
lower graph shows corresponding recognition accuracies for an action 
recognition model trained using the dataset. Despite the presence of a 
large imbalance in the number of data points, this demonstrates that 
categories with a low number of data points do not necessarily suff er 
from poorer accuracy.
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3. 3
Techniques for Improving Consistency over Long-term 
AI Operation

Even as greater use is made of AI in industrial systems, 

human operators still have a key role to play. If an AI-driven 

system is not trusted, it can lead to a myriad of issues rang-

ing from low productivity to safety and fi nancial impact. For 

example, an un-trustworthy robotic arm in a manufacturing 

shop can be hazardous to operators and an untrustworthy 

driverless vehicle can cause accidents.

To increase trustworthiness in AI, Hitachi America, Ltd. 

has observed that for current systems it involves two tech-

niques: (1) human-in-the-loop and rule-based safeguard-

ing mechanisms, and (2) modifi cations to model training 

methodologies. While explainable models represent an 

innovative new approach, development is still in its early 

days. Human-in-the-loop and rule-based safeguards are 

straightforward, but they are also very domain- and use-

case-specifi c. Th e more robust approach would be to modify 

the model training methodologies as these are fundamental 

in nature and can be applied to a wide variety of use-cases 

and domains. Accordingly, they are the focus of research.

Trust can be considered as a function of consistent behav-

ior. From an AI perspective, it means that, given the same 

input, the user would expect the same output, especially for 

correct outputs, or in other words consistently correct out-

puts. In the case of industrial systems and mission critical 

systems, inconsistency in model outputs can have adverse 

eff ects on business processes along with safety issues. So, 

Hitachi America has studied model behavior in the context 

of periodic retraining of deployed models, where the outputs 

from successive generations of the models might not agree 

on the correct labels assigned to the same input (see Figure 6).

Model consistency is defi ned as the ability to make con-

sistent predictions across successive model generations for 

the same input. While consistency is applicable to both 

correct and incorrect outputs, producing consistently cor-

rect outputs for the same inputs is the more desirable case. 

Hitachi defi nes “correct consistency” as the ability to make 

consistent correct predictions across successive model 

generations for the same input. To quantify (correct) con-

sistency, metrics have also been developed to measure these. 

For deep learning models, this has involved the develop-

ment of an effi  cient ensemble learning technique called the 

dynamic snapshot ensemble method(13) and obtaining theo-

retical proof of the conditions under which the consistency 

of deep learning models is improved. With this research, 

Hitachi recommends that these proposed metrics be used 

in addition to existing aggregate metrics like accuracy to 

evaluate the AI systems before deployment, and that they 

be part of AI-driven system governance.

3. 4
Evidential Data Management for Transparency in AI 
Analysis Process

With the increasingly integral role of AI in society, a grow-

ing proportion of the general public are becoming con-

cerned about how their personal data is being used. One 

example might be if an AI predicts that a person has a 45% 

probability of needing nursing care in 10 years’ time. In the 

absence of any evidence as to what the 45% fi gure actually 

means, and what the person can do to bring the probability 

down, all this will do, unfortunately, is make the person feel 

anxious. Alleviating this anxiety requires transparency as to 

what data the AI used as the basis for its prediction, and 

how that data was processed. Th is will provide experts with 

a deeper understanding of the AI prediction process so that 

they can ascertain what outputs actually mean and explain 

this to the public. Doing so will make it easier for the public 

to fi nd more appropriate ways of avoiding the need to go 

into nursing care. Specifi cally, this means being able to trace 

back to the sources of data that formed the basis of the pre-

diction to determine which factors went into the predicted 

45% probability of needing nursing care and which factors 

have the potential to bring the probability down.

Th is approach of managing the evidential data associated 

with AI predictions should provide trust and confi dence in 

the technology.

Hitachi has developed this “evidential data management” 

through collaborative creation with Partners HealthCare, a 

US healthcare provider. Th e objective of the project was to 
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avoid the re-admission of hospital patients within 30 days 

of discharge by establishing practices for providing appro-

priate follow-up targeted at those discharged patients who 

exhibit more than a predetermined level of risk. Along with 

predicting the probability of re-admission, this also requires 

the provision of information about which data served as 

the reason for the prediction. Th is was done by recording 

all steps in the AI analytics process, covering the creation 

of the trained model on the basis of risk feature values that 

were generated from the training data, and developing a 

technique for managing data in a way that links these three 

types of data together (training data, risk feature values, 

and trained model) (see Figure 7). Named “evidential data 

management technology,” information about this technique 

was announced in December 2018(14).

Th e technique has since been used in a variety of projects 

and it is being further enhanced to turn it into a generally 

applicable technique for data management. Its potential is 

increasingly being recognized, especially given the wide-

spread acknowledgement in recent years of the importance 

of data quality control in AI. Examples of where evidential 

data management technology is being called for include the 

requirement to use complete data in the European Union 

(EU), where an AI Act is currently under consideration, and 

a policy paper by the Japan Electronics and Information 

Technology Industries Association ( JEITA)(15) that off ers 

a realistic counterproposal whereby the use of data lineage 

to demonstrate data trustworthiness, consent management 

techniques (evidential data management), and other such 

practices will provide transparency as to the source of data 

and facilitate the more appropriate management of pro-

cesses from data processing to machine learning and use 

of the outcomes of machine learning. As it works to create 

a world in which the general public is able to enjoy the 

benefi ts of AI with confi dence, Hitachi intends to continue 

pursuing the wider adoption of evidential data management 

technology as a form of data management that is compat-

ible with AI ethics.

4. Conclusions

Th is article has described a framework for trust and gov-

ernance in digital societies together with techniques that 

facilitate AI governance.

Achieving public trust in AI is a prerequisite for Hitachi’s 

Social Innovation Business, and to this end it is establishing 

AI governance on the basis of Lumada and its AI Ethical 

Principles. Hitachi is also pursuing a wide range of research 

and development, encompassing topics such as AI quality 

assurance and AI-specifi c privacy protection and security 

measures not covered in this article. By combining these 

diff erent approaches, it is helping to create a safe, secure, 

and resilient digital society and to foster human wellbeing.

Acknowledgements

Hitachi would like to acknowledge the signifi cant assis-

tance received in the development of the Trust Governance 

Framework described in this article, notably from Keita 

Nishiyama, Visiting Professor, the University of Tokyo. 

Similarly, the cohort Shapley value described in this article 

is the result of joint work with Professor Art B. Owen 

and Benjamin B. Seiler of Stanford University. Th e authors 

would like to express their deep gratitude.

Evidential data 
management technology

Feature value extraction Record data 
processing 
steps

Machine learning (XAI)

Risk prediction

Source training data

Name of illness

Risk feature values

Trained model

Prediction

Manage links between 
three types of data

Trained model

Risk feature values

Source training data

(45% risk of needing nursing care, etc.)

Care dataMedical 
examination data

Figure 7 — Overview of Evidential Data 
Management Technology (Example for 
Medical and Elderly Care Sector)
Evidential data management technology 
works by recording the data processing 
steps, from the source training data to deter-
mining the risk feature values and creating 
the trained model, and then managing this 
data in a way that links these three types of 
data together. This enables rapid analysis 
to determine which source data explains a 
prediction outcome, such as a person having 
a 45% risk of needing nursing care.

References
1) Ministry of Internal Aff airs and Communications, 

“Conference toward AI Network Society” in Japanese, 
https://www.soumu.go.jp/main_sosiki/kenkyu/ai_network/
index.html

2) World Economic Forum, “Rebuilding Trust and Governance: 
Towards Data Free Flow with Trust (DFFT)” (Mar. 2021),  
https://www.weforum.org/whitepapers/rebuilding-trust-
and-governance-towards-data-free-flow-with-trust-dff t

3) European Union, “General Data Protection Regulation 
(GDPR),” https://gdpr.eu/



Hitachi Review SPECIAL ISSUE 2022

S P E C I A L  I S S U E

29.

Authors
Naokazu Uchida
Media Intelligent Processing Research Department, 
Center for Technology Innovation – Advanced 
Artificial Intelligence, Research & Development 
Group, Hitachi, Ltd. Current work and research: 
Research and development of language models 
and dialogue systems. Society memberships: The 
Japanese Society for Artificial Intelligence (JSAI).

Tadashi Kaji, Ph.D.
Center for Technology Innovation – Societal Systems 
Engineering, Research & Development Group, 
Hitachi, Ltd. Current work and research: Research 
and development of cybersecurity and digital trust. 
Society memberships: IEEE.

4) European Union, “Proposal for a Regulation of the 
European Parliament and of the Council Laying Down 
Harmonised Rules on Artificial Intelligence (Artificial 
Intelligence Act) and Amending Certain Union Legislative 
Acts,” https://eur-lex.europa.eu/legal-content/EN/
TXT/?uri=CELEX%3A52021PC0206

5) Hitachi Europe Ltd., “HumanDrive Project Achieves UK’s 
Longest and Most Complex Autonomous Journey,” https://
www.hitachi.eu/en/press/humandrive-project

6) A. Chouldechova, “Fair Prediction with Disparate Impact: 
A Study of Bias in Recidivism Prediction Instruments,” Big 
Data, 5 (2), pp. 153–163 (Jun. 2017).

7) M. Mase et al., “Cohort Shapley Values for Algorithmic 
Fairness,” Technical Report, arXiv: 2105.07168 (May 2021).

8) A. Caliskan et al., “Semantics Derived Automatically from 
Language Corpora Contain Human-like Biases,” Science, 356 
(6334), pp. 183–186 (Apr. 2017).

9) J. Buolamwin et al., “Intersectional Accuracy Disparities in 
Commercial Gender Classification,” Proceedings of Machine 
Learning Research, 81, pp. 77–91 (Feb. 2018).

10) N. Japkowicz et al., “The Class Imbalance Problem: A 
Systematic Study,” Intelligent Data Analysis, 6, pp. 429–449 
(Oct. 2002).

11) Y. Li et al., “In the Eye of Beholder: Joint Learning of Gaze 
and Actions in First Person Video,” Proceedings of the 
European Conference on Computer Vision (ECCV), 2018, 
pp. 619–635 (Sep. 2018).

12) S. Sinha et al., “Class-Wise Diff iculty-Balanced Loss for 
Solving Class-Imbalance,” Proceedings of the Asian 
Conference on Computer Vision (ACCV) 2020, pp. 549–565 
(Feb. 2021).

13) D. Ghosh, “Wisdom of the Ensemble: Improving Consistency 
of Deep Learning Models” (Dec. 2020), https://www.hitachi.
com/rd/sc/aiblog/035/index.html

14) Hitachi, Ltd., “Development of Information Dashboard that 
Can Present AI-based Predictions of Patient Re-admission 
Risk and the Data on which They are Based” (Dec. 
2018) in Japanese, https://www.hitachi.co.jp/rd/news/
topics/2018/1212.html

15) European Commission, “Artificial Intelligence – Ethical and 
Legal Requirements: Feedback from: Japan Electronics 
and Information Technology Industries Association 
(JEITA)” (Aug. 2021), https://ec.europa.eu/info/law/better-
regulation/have-your-say/initiatives/12527-Artificial-
intelligence-ethical-and-legal-requirements/details/
F2665415_ja

Nick Blake
European Research and Development Centre, Big 
Data Laboratory, Hitachi Europe Ltd. Current work 
and research: Leading Hitachi’s social innovation in 
smart spaces and digital trust.

Masayoshi Mase, Ph.D.
Media Intelligent Processing Research Department, 
Center for Technology Innovation – Advanced 
Artificial Intelligence, Research & Development 
Group, Hitachi, Ltd. Current work and research: 
Research and development on interpretability 
and explainability of machine learning. Society 
memberships: The Information Processing Society 
of Japan (IPSJ), the IEEE Computer Society, the 
Association for Computing Machinery (ACM), and the 
American Statistical Association (ASA).

Hiroki Ohashi
Intelligent Vision Research Department, Center 
for Technology Innovation – Advanced Artificial 
Intelligence, Research & Development Group, Hitachi, 
Ltd. Current work and research: Research on machine 
learning and computer vision for supporting skills 
transfer, human error reduction, workers’ safety, 
and productivity improvement in industry. Society 
memberships: IPSJ and JSAI.

Dipanjan Ghosh, Ph.D.
Industrial AI Laboratory, Research and Development, 
Hitachi America, Ltd. Current work and research: 
Development of prognostics solutions with artificial 
intelligence.

Chetan Gupta, Ph.D.
Industrial AI Laboratory, Research and Development, 
Hitachi America, Ltd. Current work and research: 
Development of industrial solutions with artificial 
intelligence.

Ken Naono, Ph.D.
Data Management Research Department, Center 
for Technology Innovation – Digital Technology, 
Research & Development Group, Hitachi, Ltd. Current 
work and research: Research and development of 
data processing technology in the field of medical 
and nursing care. Society memberships: Director 
of the Japan Society for Industrial and Applied 
Mathematics (JSIAM) and a member of IPSJ.

Mika Takata
Data Management Research Department, Center 
for Technology Innovation – Digital Technology, 
Research & Development Group, Hitachi, Ltd. Current 
work and research: Research and development of 
data management and machine learning model 
management technologies. Society memberships: 
JSAI and IPSJ.



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /All
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (Japan Color 2001 Coated)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.5
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.1000
  /ColorConversionStrategy /UseDeviceIndependentColor
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Impact
    /LucidaConsole
    /Tahoma
    /Tahoma-Bold
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 144
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 144
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (Japan Color 2001 Coated)
  /PDFXOutputConditionIdentifier (JC200103)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF0633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F006200650020005000440046002006450646062706330628062900200644063906310636002006480637062806270639062900200648062B06270626064200200627064406230639064506270644002E00200020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644062A064A0020062A0645002006250646063406270626064706270020062806270633062A062E062F062706450020004100630072006F00620061007400200648002000410064006F00620065002000520065006100640065007200200036002E00300020064806450627002006280639062F0647002E>
    /BGR <FEFF04180437043F043E043B043704320430043904420435002004420435043704380020043D0430044104420440043E0439043A0438002C00200437043000200434043000200441044A0437043404300432043004420435002000410064006F00620065002000500044004600200434043E043A0443043C0435043D04420438002C0020043F043E04340445043E0434044F044904380020043704300020043D04300434043504360434043D043E00200440043004370433043B0435043604340430043D0435002004380020043F04350447043004420430043D04350020043D04300020043104380437043D0435044100200434043E043A0443043C0435043D04420438002E00200421044A04370434043004340435043D043804420435002000500044004600200434043E043A0443043C0435043D044204380020043C043E0433043004420020043404300020044104350020043E0442043204300440044F0442002004410020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E0030002004380020043F043E002D043D043E043204380020043204350440044104380438002E>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200036002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF0054006f0074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000760068006f0064006e00fd006300680020006b0065002000730070006f006c00650068006c0069007600e9006d0075002000700072006f0068006c00ed017e0065006e00ed002000610020007400690073006b00750020006f006200630068006f0064006e00ed0063006800200064006f006b0075006d0065006e0074016f002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e0074007900200050004400460020006c007a00650020006f007400650076015900ed007400200076002000610070006c0069006b0061006300ed006300680020004100630072006f006200610074002000610020004100630072006f006200610074002000520065006100640065007200200036002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200036002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200036002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 6.0 and later.)
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200036002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e400740074006500690064002c0020006500740020006c0075007500610020005000440046002d0064006f006b0075006d0065006e00740065002c0020006d0069007300200073006f00620069007600610064002000e4007200690064006f006b0075006d0065006e00740069006400650020007500730061006c006400750073007600e400e4007200730065006b0073002000760061006100740061006d006900730065006b00730020006a00610020007000720069006e00740069006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e0074006500200073006100610062002000610076006100640061002000760061006900640020004100630072006f0062006100740020006a0061002000410064006f00620065002000520065006100640065007200200036002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200036002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03A703C103B703C303B903BC03BF03C003BF03B903AE03C303C403B5002003B103C503C403AD03C2002003C403B903C2002003C103C503B803BC03AF03C303B503B903C2002003B303B903B1002003BD03B1002003B403B703BC03B903BF03C503C103B303AE03C303B503C403B5002003AD03B303B303C103B103C603B1002000410064006F006200650020005000440046002003BA03B103C403AC03BB03BB03B703BB03B1002003B303B903B1002003B103BE03B903CC03C003B903C303C403B7002003C003C103BF03B203BF03BB03AE002003BA03B103B9002003B503BA03C403CD03C003C903C303B7002003B503C003B103B303B303B503BB03BC03B103C403B903BA03CE03BD002003B503B303B303C103AC03C603C903BD002E0020002003A403B1002003AD03B303B303C103B103C603B10020005000440046002003C003BF03C5002003B803B1002003B403B703BC03B903BF03C503C103B303B703B803BF03CD03BD002003B103BD03BF03AF03B303BF03C503BD002003BC03B50020004100630072006F006200610074002003BA03B103B9002000410064006F00620065002000520065006100640065007200200036002E0030002003BA03B103B9002003BD03B503CC03C403B503C103B503C2002003B503BA03B403CC03C303B503B903C2002E>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105E705D105D905E205D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05EA05D005D905DE05D905DD002005DC05EA05E605D505D205D4002005D505DC05D405D305E405E105D4002005D005DE05D905E005D505EA002005E905DC002005DE05E105DE05DB05D905DD002005E205E105E705D905D905DD002E0020002005E005D905EA05DF002005DC05E405EA05D505D7002005E705D505D105E605D90020005000440046002005D1002D0020004100630072006F006200610074002005D505D1002D002000410064006F006200650020005200650061006400650072002005DE05D205E805E105D400200036002E0030002005D505DE05E205DC05D4002E>
    /HRV <FEFF004F0076006500200070006F0073007400610076006B00650020006B006F00720069007300740069007400650020006B0061006B006F0020006200690073007400650020007300740076006F00720069006C0069002000410064006F00620065002000500044004600200064006F006B0075006D0065006E007400650020006B006F006A00690020007300750020007000720069006B006C00610064006E00690020007A006100200070006F0075007A00640061006E00200070007200650067006C006500640020006900200069007300700069007300200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E006100740061002E0020005300740076006F00720065006E0069002000500044004600200064006F006B0075006D0065006E007400690020006D006F006700750020007300650020006F00740076006F007200690074006900200075002000700072006F006700720061006D0069006D00610020004100630072006F00620061007400200069002000410064006F00620065002000520065006100640065007200200036002E0030002000690020006E006F00760069006A0069006D0020007600650072007A0069006A0061006D0061002E>
    /HUN <FEFF0045007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c002000fc007a006c00650074006900200064006f006b0075006d0065006e00740075006d006f006b0020006d00650067006200ed007a00680061007400f30020006d00650067006a0065006c0065006e00ed007400e9007300e900720065002000e900730020006e0079006f006d00740061007400e1007300e10072006100200061006c006b0061006c006d00610073002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b006100740020006b00e90073007a00ed0074006800650074002e002000200041007a002000ed006700790020006c00e90074007200650068006f007a006f007400740020005000440046002d0064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200036002c0030002d0073002000e900730020006b00e9007301510062006200690020007600650072007a006900f3006900760061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 6.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200036002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200036002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d0069002000730075006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c002000740069006e006b0061006d0075007300200076006500720073006c006f00200064006f006b0075006d0065006e00740061006d00730020006b006f006b0079006200690161006b006100690020007000650072017e0069016b007201170074006900200069007200200073007000610075007300640069006e00740069002e002000530075006b00750072007400750073002000500044004600200064006f006b0075006d0065006e007400750073002000670061006c0069006d006100200061007400690064006100720079007400690020007300750020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200036002e00300020006200650069002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF004c006900650074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200069007a0076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020007000690065006d01130072006f00740069002000640072006f01610061006900200075007a01460113006d0075006d006100200064006f006b0075006d0065006e0074007500200073006b00610074012b01610061006e0061006900200075006e0020006400720075006b010101610061006e00610069002e00200049007a0076006500690064006f0074006f0073002000500044004600200064006f006b0075006d0065006e00740075007300200076006100720020006100740076011300720074002c00200069007a006d0061006e0074006f006a006f0074002000700072006f006700720061006d006d00750020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200036002e003000200076006100690020006a00610075006e0101006b0075002000760065007200730069006a0075002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 6.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200036002e003000200065006c006c00650072002e>
    /POL <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>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200036002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006C0069007A00610163006900200061006300650073007400650020007300650074010300720069002000700065006E007400720075002000610020006300720065006100200064006F00630075006D0065006E00740065002000410064006F006200650020005000440046002000610064006500630076006100740065002000700065006E007400720075002000760069007A00750061006C0069007A006100720065002000640065002000EE006E00630072006500640065007200650020015F0069002000700065006E00740072007500200069006D007000720069006D006100720065006100200064006F00630075006D0065006E00740065006C006F007200200064006500200061006600610063006500720069002E00200044006F00630075006D0065006E00740065006C00650020005000440046002000630072006500610074006500200070006F00740020006600690020006400650073006300680069007300650020006300750020004100630072006F0062006100740020015F0069002000410064006F00620065002000520065006100640065007200200036002E003000200073006100750020007600650072007300690075006E006900200075006C0074006500720069006F006100720065002E>
    /RUS <FEFF04180441043F043E043B044C043704430439044204350020044D044204380020043F043004400430043C043504420440044B0020043F0440043800200441043E043704340430043D0438043800200434043E043A0443043C0435043D0442043E0432002000410064006F006200650020005000440046002C0020043F043E04340445043E0434044F04490438044500200434043B044F0020043D0430043404350436043D043E0433043E0020043F0440043E0441043C043E044204400430002004380020043F043504470430044204380020043104380437043D04350441002D0434043E043A0443043C0435043D0442043E0432002E00200421043E043704340430043D043D044B043500200434043E043A0443043C0435043D0442044B00200050004400460020043C043E0436043D043E0020043E0442043A0440044B0442044C002C002004380441043F043E043B044C04370443044F0020004100630072006F00620061007400200438002000410064006F00620065002000520065006100640065007200200036002E00300020043B04380431043E00200438044500200431043E043B043504350020043F043E04370434043D043804350020043204350440044104380438002E>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200073006c00fa017e006900610020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f007600200076006f00200066006f0072006d00e100740065002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300fa002000760068006f0064006e00e90020006e0061002000730070006f013e00610068006c0069007600e90020007a006f006200720061007a006f00760061006e006900650020006100200074006c0061010d0020006f006200630068006f0064006e00fd0063006800200064006f006b0075006d0065006e0074006f0076002e002000200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e0074007900200076006f00200066006f0072006d00e10074006500200050004400460020006a00650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d00650020004100630072006f0062006100740020006100200076002000700072006f006700720061006d0065002000410064006f006200650020005200650061006400650072002c0020007600650072007a0069006900200036002e003000200061006c00650062006f0020006e006f007601610065006a002e>
    /SLV <FEFF005400650020006E006100730074006100760069007400760065002000750070006F0072006100620069007400650020007A00610020007500730074007600610072006A0061006E006A006500200064006F006B0075006D0065006E0074006F0076002000410064006F006200650020005000440046002C0020007000720069006D00650072006E006900680020007A00610020007A0061006E00650073006C006A006900760020006F0067006C0065006400200069006E0020007400690073006B0061006E006A006500200070006F0073006C006F0076006E0069006800200064006F006B0075006D0065006E0074006F0076002E0020005500730074007600610072006A0065006E006500200064006F006B0075006D0065006E0074006500200050004400460020006A00650020006D006F0067006F010D00650020006F00640070007200650074006900200073002000700072006F006700720061006D006F006D00610020004100630072006F00620061007400200069006E002000410064006F00620065002000520065006100640065007200200036002E003000200074006500720020006E006F00760065006A01610069006D0069002E>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200036002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200036002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF0130015f006c006500200069006c00670069006c0069002000620065006c00670065006c006500720069006e0020006700fc00760065006e0069006c0069007200200062006900e70069006d006400650020006700f6007200fc006e007400fc006c0065006e006d006500730069006e0065002000760065002000790061007a0064013100720131006c006d006100730131006e006100200075007900670075006e002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e0020004f006c0075015f0074007500720075006c0061006e002000500044004600200064006f007300790061006c0061007201310020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200036002e003000200076006500200073006f006e00720061006b00690020007300fc007200fc006d006c0065007200690079006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043A043E0440043804410442043E043204430439044204350020044604560020043F043004400430043C043504420440043800200434043B044F0020044104420432043E04400435043D043D044F00200434043E043A0443043C0435043D044204560432002000410064006F006200650020005000440046002C0020043F044004380437043D043004470435043D0438044500200434043B044F0020043D0430043404560439043D043E0433043E0020043F0435044004350433043B044F04340443002004560020043404400443043A0443002004340456043B043E04320438044500200434043E043A0443043C0435043D044204560432002E0020042104420432043E04400435043D04560020005000440046002D0434043E043A0443043C0435043D044204380020043C043E0436043D04300020043204560434043A04400438043204300442043800200437043000200434043E043F043E043C043E0433043E044E0020043F0440043E043304400430043C04380020004100630072006F00620061007400200456002000410064006F00620065002000520065006100640065007200200036002E00300020044204300020043F04560437043D04560448043804450020043204350440044104560439002E>
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /NoConversion
      /DestinationProfileName (Japan Color 2001 Coated)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 0
      /MarksWeight 0.283460
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /UseName
      /PageMarksFile /JapaneseWithCircle
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [144 144]
  /PageSize [612.000 792.000]
>> setpagedevice


