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Highlight

Listening checks that rely on the subjective impression of an experienced technician have been a common practice in many different industries, including

quality inspections on production lines and field inspections of infrastructure. Unfortunately, these in-person checks are becoming less practical as the shrinking of

the workforce over recent years is causing a shortage of personnel with the necessary skills.

In response, Hitachi has been working to develop technology and offer solutions for automating sound-based inspection practices and making them more

efficient. Past practice has been to input the sound of machine operation into a system that outputs a result indicating the extent to which it diverges from the

normal sound, or that issues an alert if this divergence exceeds a threshold. This article describes an AI technique that, instead of just using data on machine

operating sounds as a basis for issuing alerts, also generates text explaining the detected anomaly in a way that prompts maintenance actions.

1. Introduction

Listening checks that rely on the subjective impression of an experienced technician have been a common practice in many different industries, including

quality inspections on production lines and field inspections of infrastructure. Unfortunately, these in-person checks are becoming less practical as the shrinking of

the workforce over recent years is causing a shortage of personnel with the necessary skills. In response, Hitachi has been working on developing and supplying

solutions for automating sound-based inspection1), 2) and on an AI technique for anomalous sound detection that forms the core of these solutions. This

technology development has involved open innovation in the form of publishing data sets containing the sounds of operating industrial equipment3) - 5) and
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Figure 1—AI Model for Acoustic Change Captioning

The logarithmic mel scale spectrograms for the before and after

acoustic signals are input into the acoustic encoder to obtain a

combined vector made up of the vectors for each of the signals

and a difference vector. This combined vector is then input to the

decoder to generate the text string explaining the change.

sponsoring international competitions for anomalous sound detection6) - 10). It has also included the development of various in-house artificial intelligence (AI)

techniques11) - 22). Through this work, Hitachi believes it has considerably expanded the scope of practical application for anomalous sound detection.

Past anomalous sound detection techniques have used the sound of machine operation as an input and have output a result indicating the extent to which the

input sound diverges from the normal sound, or have issued an alert if this divergence exceeds a threshold23). It was felt, however, that if an AI provided

information on why a sound was judged to be anomalous rather than just issuing an alert, it could indicate the maintenance actions to take in response.

This article describes a technique for acoustic change captioning that generates text explaining how sound characteristics have changed. It works by having an

AI compare any abnormal sounds that are detected with a database of prerecorded normal sounds. The technique was presented at the Workshop on Detection

and Classification of Acoustic Scenes and Events (DCASE) 202324) and more details may be found in the published paper.

2. Past Research

Image change captioning has been a subject of past research. This technique involves the automatic generation of text explaining the changes between two

(before and after) input images. In 2018, a method based on pixel difference was proposed to pinpoint the areas of change between images. While this method

was able to identify significant scene changes, it could not effectively distinguish between important changes and variations in viewpoint or lighting that were less

relevant. To address this issue, a dual attention mechanism-based image change captioning method was introduced in 2019, aimed at accurately identifying the

areas of change between images26). However, both methods assume that differences between the two inputs will manifest in localized regions of the signal (in

the case of images, in rectangular regions). Unfortunately, this assumption does not necessarily hold true for the sounds of machine operation, which include

components that span wide ranges of the time and frequency domains. Moreover, the existing techniques for image change captioning are not easily applied to

acoustic change captioning. Instead, Hitachi developed a new acoustic change captioning technique that was informed by the image change captioning method

based on the dual attention mechanism26).

3. Proposed Method

3.1 AI Model for Acoustic Change Captioning

Hitachi has proposed an AI model for acoustic change captioning that can automatically generate text explaining the changes between two (before and after)

acoustic signal inputs. The model has an encoder-decoder neural network architecture made up of an acoustic encoder that treats these before and after acoustic

signals as variable-length vectors and encodes them as a single vector with fixed dimensionality and a decoder that decodes this encoded vector as a text string.

The model starts by obtaining the logarithmic mel scale spectrograms for each of the input

signals by taking the Fast Fourier Transform (FFT) of each signal, calculating the power

spectrograms, and converting to a logarithmic mel scale in the frequency axis. These

spectrograms are then input into the same acoustic encoder to generate two fixed-dimension

vectors that encode the before and after acoustic signals (Xbefore and Xafter). Working in the

same way as the image change captioning technique proposed in 2019, the AI model calculates

the difference between the two vectors (Xdiff) to make this difference easier to work with. The

three vectors Xbefore, Xafter, and Xdiff are then concatenated into a combined vector Xall that

is input to the decoder to generate the text explaining the change (see Figure 1).

Two different acoustic encoders are used, a standard transformer encoder27) and a spatial

attention encoder like that used in the image change captioning technique based on the dual

attention mechanism26). The utility of conventional transformer encoders for acoustic

captioning has already been demonstrated. The spatial attention technique, on the other hand,

uses a convolutional neural network and directs attention at localized regions of the time and frequency domains on the assumption that the changes from one

acoustic signal to the next will be localized in this way. While this assumption does not always hold true for the sounds of machine operation, as noted above, it is

anticipated that the spatial attention technique will function well for stationary sound, which in many cases does exhibit such localized behavior in the frequency

direction. In this way, separate architectures are used on the basis that the optimal architecture will likely differ depending on which aspect of machine operation

sound is to be explained. That is, three such aspects were defined (stationary sound, periodic sound, and non-periodic sound), with spatial attention being used

as the acoustic encoder for stationary sound and the transformer encoder for periodic and non-periodic sound (both being non-stationary sounds).

For the decoder, meanwhile, a standard transformer model is used, a technique that has already been demonstrated as effective for general acoustic

captioning. This model is made up of a multi-head encoder-decoder attention layer and a multi-head self-attention layer for the text string.

3.2 Data Set and Model Training
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As there were no existing data sets for training and testing acoustic change captioning, Hitachi created its own. Named MIMII-Change, the data set was based

on the Malfunctioning Industrial Machine Investigation and Inspection for Domain Generalization (MIMII-DG) data set17) developed for training and testing

abnormal sound detection. MIMII-Change provides operating sounds from five different types of machines (bearings, fans, gearboxes, sliders, and valves). It

contains 300 acoustic signal pairs, each of which contains the sound of a particular machine operating normally and abnormally. Each pair is also accompanied

by text explaining the change in sound from normal to abnormal operation.

These explanatory texts were collated manually by three annotators. The annotators were instructed to use onomatopoeic words wherever possible to describe

the changes in sound. An onomatopoeia is a word or words that phonetically imitate the sound being described. They provide a useful way of characterizing the

diverse sounds that occur in the environment28). Moreover, by having the annotators assign separate explanatory text to stationary, periodic, and non-periodic

sound respectively, the different model architectures can each be trained using the relevant explanatory text.

As with generic acoustic captioning, model training can be performed on the basis of cross-entropy loss. That is, the acoustic encoder and decoder are trained

to make the output text for each pair match the corresponding explanatory text as closely as possible. Here, the output text means the text obtained when the

before and after acoustic signal pairs from the training data are input to the system.

4. Performance Testing

Table 1 lists the results of testing on stationary, periodic, and non-periodic sounds. BLEU, METEOR, CIDEr, SPICE, and SPIDEr are commonly used metrics

for captioning, with higher values indicating closer agreement between the output text and the correct explanation text. MPER, meanwhile, is a recently defined

metric for assessing the accuracy of the onomatopoeic parts of text. It is the mean value of the phoneme error rate for the combined imitation sounds present in a

text, with lower values indicating that the phoneme strings in the onomatopoeic parts of the output text more closely resemble the correct explanation text.

Table 1 lists the testing results. These indicate that the acoustic encoder based on spatial attention is suitable for explaining changes in stationary sound.

Similarly, the results also show that the transformer encoder is suitable for explaining changes in non-stationary (periodic and non-periodic) sound. This indicates

that it is desirable to switch between these two encoder models depending on whether it is the change in stationary or non-stationary sound that is being

explained.

Table 1—Testing Results

The table lists the results for a range of metrics of using the two encoders for stationary, periodic, and non-periodic sound.

A higher value indicates closer agreement with the correct explanatory text for all metrics except MPER, where the

opposite applies. Figures highlighted in bold indicate which of the encoders gave a better result.

5. Conclusions

This article has described an acoustic change captioning technique that is used after an AI has detected an abnormal sound. The technique generates text

explaining how the character of the sound changed between the normal and abnormal sounds. Hitachi plans to further develop this technique for use in

automating acoustic inspection and expanding its scope of application.

The technique is one of a package of AI techniques for interpreting what is happening in a workplace and providing information to the on-site staff that will help

them decide what action to take. It is anticipated that the development of these techniques will lead to the implementation of AI agents that can provide interactive

support for the work of on-site staff.
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